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“….we need to reconceptualize it [AI/Deep learning]: not as a universal solvent, but simply 
as one tool among many, a power screwdriver in a world in which we also need hammers, 

wrenches, and pliers, not to mentions chisels and drills, voltmeters, logic probes, and 
oscilloscopes. In perceptual classification, where vast amounts of data are available, deep 

learning is a valuable tool; in other, richer cognitive domains, it is often far less satisfactory.”

         - Gary Markus (p. 18)3

 

“Intelligent tools are diffusing through our economies and society. Some of the developments are 
powerfully changing how our economies work and how we live our lives. Some of the purported 

developments are simply hype. Amid the froth, many believe that our current social and economic 
arrangements will be swept aside .... Others, ourselves included, assert that the world is ours to 

create. That is easy to assert but difficult to demonstrate and harder still to implement.”

           - John Zysman, Martin Kenney, Laura Tyson (p. 2)
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The focus of this paper, nonetheless, is governance of the array of digital tools loosely labeled AI. Discussion 
about AI currently focuses on deep learning and machine learning (ML), but indeed deep learning and AI are 
simply the latest tools, labeled ‘AI’, in the toolbox.

 There are, in our view, two separate debates about AI:

• Community and social preferences: One debate, about matters such as privacy and discrimination in 
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There are two problems with this leap. The first lies in the words, “in general.” While each astonishing 
achievement of the last 10 years shows the power of the new AI clockwork, each is still a tool—and thus, narrow 
AI. This is the essence of AI’s importance these last 10 years.

The second problem is that, in colloquial use, the term AI implies 
the powerful aspiration to create a simulated human with the 
full spectrum of self-awareness, context-appropriate behavior, 
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as the game score, that enables a system to learn by experience. Then, in operation, the system calculates the 
most likely or best output for a given set of inputs based on this “training.”

In today’s ML focused AI, the very nature of statistical inference at the core of deep networks confers limits. As 
mere reflections of the correlations between inputs and outputs in data, today’s most well-known AI systems 
are inherently conservative; they operate poorly outside the space of the data they have already seen. An AI 
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One example is the AI systems employed by social networks, whose effectiveness in keeping users interested 
can end up changing what they are interested in. By providing consistent and attentive viewership from users, 
YouTube is highly appealing to advertisers. As such, YouTube’s AI systems are tuned to the narrow objective 
of keeping users interested in each successive video in their automated queue. But as Professor Zeynep 
Tufekci of the University of North Carolina has observed, one of the algorithms’ primary strategies for keeping 
users engaged is to show them ever more extreme versions of similar content (Friedersdorf, 2018). This can 
be as innocuous as showing videos about running ultramarathons after videos about jogging; or as potentially 
dangerous as videos of Donald Trump rallies lead to white supremacist rants and Holocaust denials. Performed 
at YouTube’s immense scale, this strategy of engagement could alter how people think. A powerful statistical 
algorithm with a narrow objective has, thus, broad social consequences that by definition could not be 
incorporated into its reward model.

Another example of AI’s unintended consequences beyond the fulfillment of narrow objectives lies in the facial 
recognition company Clearview AI. With a library of over three billion images, Clearview AI empowers customers 
to upload a photo of an individual and in response learn the identity and any discoverable information on the 
internet about that person (Hill, 2020). A New York Times investigation in 2019 found that Clearview AI had been 
adopted by over 600 law enforcement agencies worldwide, with little to no scrutiny. With its massive library 
of data, its algorithm is remarkably effective at the helping security services identify individuals. But the very 
scale underlying the system’s effectiveness has resulted in a significant impact on the much broader domain of 
personal privacy.

Broader unintended consequences are inherent to the combination of narrow objectives and significant scale. 
Efficiency is a limited metric when evaluating the pursuit of goals by powerful entities; but efficiency is the 
narrow objective that most of today’s systems are optimized to achieve. This makes the risks of today’s AI difficult 
to mitigate, and suggests that greater caution is needed in deploying systems at scale.

What are the limitations of today’s AI systems?6
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“at times responsible for the composition, coloring and other aspects of a work” (Cohen, 2016). However, its 
creations depended heavily on randomization (Deutsch, 2016).

Some of AI’s limits can be broadly indicated by the inability to generalize. Human children, as has been argued by 
Professor Allison Gopnik of UC Berkeley, develop general frames 
or models of the world, shuffling amongst models to learn and 
interpret what is going on around them (Gopnik, 2011; Samuel, 
2020). AI systems have no such frames or models to refer to. As 
Gary Markus has written, AI systems do not know what they are 
for; nothing in their necessarily narrow data tells them anything 
about the purpose of their task, which depends on the world in 
which it sits (Marcus & Davis, 2019).

The inability to generalize prevents current AI systems from three 
forms of reasoning, which power humans’ interaction with the 
world. First, AI systems cannot yet reason about causality. By 
observing daily life around them, humans at a very young age 
understand how a physical action causes a result. But as has been 
documented by MIT Professor Joshua Tenenbaum, AI systems 
cannot answer basic causal questions about a scene, such as “what caused the ball to collide with the cube?” 
(Knight, 2020). A machine may detect a pattern in image pixels that represents a ball colliding with a cube, but 
has no general model of the world telling it that the ball moved because a person pushed it. This has obvious 
implications for AI systems intended to function in a physical environment, as with the autonomous vehicle 
systems noted above. But a baby’s ability to reason causally about the physical world underlies their ability to 
reason about cause and effect in the abstract as they get older. This, in turn, is a core factor in human’s ability 
to be effective in situations that have not been encountered before (Knight, 2020). So long as AI’s reasoning is 
confined to detecting correlations among arrangements of pixels, words, or other superficial data, it will not be 
able to work through unfamiliar situations.

Second, AI systems cannot yet understand human emotion. Human emotional understanding is rooted in an 
ability to know that one feels what another feels, and in a shared grounding in the human condition. Neurons 
indicating the ability to signal “I feel what you feel,” to empathize, have been observed in social animals beyond 
humans, including chimpanzees (Blakeslee, 2006). But such interactions can only be simulated in AI systems, 
which have no background understanding or sense of shared experience. Additionally, simulated understanding of 
emotion is in its infancy in AI research.

Third, AI systems are unable to use judgment. Judgment is the ability to step back from the immediate domain 
and understand something’s significance to the broader world. Humans exercise judgment by relating an 
immediate event to their general model of the world and reason about how they are related to one another. But 
while today’s AI systems may be able to detect something unusual in a pattern, they lack the general world model 
necessary to determine whether the appropriate response is “that’s odd,” or “eureka!”

A machine may detect a pattern 
in image pixels that represents 
a ball colliding with a cube, 
but has no general model of 
the world telling it that the 
ball moved because a person 
pushed it. This has obvious 
implications for AI systems 
intended to function in a 
physical environment







11

Who governs AI? and What should they govern?

Who should govern AI? With the creation of an Organization for Economic Co-operation and Development AI 
Policy Observatory and the proposal for a United Nations Panel on Artificial Intelligence, there is a swirling debate 
about how to govern AI.11 This is not simply a matter of abstracted ethics, but of which public institutions and 
whose institutions are best situated for regulation and governance. Should the regulation be at the city level, as 
has often occurred with Uber? At the state or regional level, as 
with California legislation on privacy, which was inspired by EU 
privacy law? At the international level, as bargains amongst states?

Indeed, what should be undertaken by public authorities, and 
what by private self-regulation? Individual instances of calamities 
emerging from private self-regulation, such as the Boeing 737 Max 
crashes, underpin the importance of balancing public authorities 
and private actors in regulation.

Google’s AI Principles are another example of private self-regulation; are the principles merely suggestions or 
does Google have a system for accountability? (Google, 2018) More generally, do public authorities require the 
detailed technical know-how embedded in private sector operations? If so, what should be the balance between 
private actors and public authorities as they collaborate on product regulation? Digital platforms represent the 
systemic problem of AI governance. Together, the algorithmic structure of the platforms and the “terms and 
conditions” to which those engaged on the platform agree make the digital platforms private regulators that are 
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that may be problematic in one domain may not have the same significance in another. A mistaken advertisement 
for shirts that draws the reader into a cycle of shirt advertisements is of less significance than targeted political 
misinformation or mistakes about medical diagnoses.

Not all crucial questions, however, can be identified or addressed in specific, narrow, contexts. Issues that 
reappear across sectors may be hidden or underestimated because the issue is not central in a particular domain. 
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Second, AI applications are part of a suite of intelligent tools and systems that ultimately must be regulated as a 
set. Digital platforms, for example, generate the pools of big data on which AI tools operate. Thus, the regulation 
of digital platforms and of big data is part of the challenge of governing AI. Many of the platform offerings are, in 
fact, deployments of AI tools. Hence, focusing on AI alone distorts the governance problem.

Third, the issues and choices will differ by sector. The consequences, for example, of bias and error will differ 
from a medical or a criminal justice domain to one of retail sales. Creating alternative mega-platforms for search 
or shopping may be quite difficult and breaking them up is often a pointless chimera. By contrast, alternative 
digital platforms for finance are being discussed as part of consideration of central bank digital currency (Bank for 
International Settlements, 2020).

Fourth, the economic implications of AI applications are easily exaggerated. The possibilities for accelerating 
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